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Chapter 1. Introduction

sambhain is a file and host integrity and intrusion alert system suitable for single hosts as well as for
large, UNIX-based networks. samhain offers advanced features to support and facilitate centralized
monitoring.

In particular, samhain can optionally be used as a client/server system with monitoring clients on
individual hosts, and a central log server that collects the messages of all clients.

The configuration and database files for each client can be stored centrally and downloaded by clients
from the log server. Using conditionals (based on hostname, machine type, OS, and OS release, all
with regular expresions) a single configuration file for all hosts on the network can be constructed.

The client (or standalone) part is called samhain, while the server is referred to as yule. Both can run
as daemon processes.
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Sambhain as a client/server system: This chapter focuses on building a standalone samhain
executable. For a client/server system, client and server executable are built from the same
source, but with different options for the 'configure’ script (see Section 2.45).

Please refer to the chapter Chapter 6 for an explanation of the client/server setup.

2.1. Overview

Download:

sh$ wget http://la-samhna.de/samhain/samhain-current.tar.gz

Extract (and verify PGP signature):
sh$ gunzip —-c samhain-current.tar.gz | tar xvf -
sh$ gpg ——-verify samhain-N.N.N.tar.gz.asc samhain-N.N.N.tar

sh$ gunzip samhain-N.N.N.tar.gz | tar xvf -
sh$ cd samhain-N.N.N

Configure:

sh$ ./configure

Compile:

sh$ make

Install:

sh$ make install
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Customize:

sh$ vi /etc/samhainrc

Initialize the baseline database:

sh$ samhain -t init

Start the samhain daemon:

sh$ samhain -t check -D

2.2. Requirements

POSIX environment
Samhain will only compile and run in a POSIX operating system, or an emulation thereof (e.g.
the free Cygwin POSIX emulation for Windows XP/2000).

ANSI C compiler and build system

You need an ANSI C compiler to compile samhain. The GNU C compiler (GCC)
(http://www.gnu.org/software/gcc/gec.html) from the Free Software Foundation (FSF)
(http://www.gnu.org/) is fine. If your vendor’s compiler is ANSI compliant, you should give it a
try, since it might produce faster code. Also you will need to have standard tools like make in
your PATH (the make tool is part of the POSIX standard).

[OPTIONAL] GnuPG

If you want to use signed configuration and database files (this is an optional feature), GnuPG
(gpg) must be installed.

[OPTIONAL] libacl/libattr

Samhain can check and verify POSIX ACLs (access control lists, on operating systems
supporting them) and SELinux attributes (Linux). This feature is only compiled in if the
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required libraries and header files are present (e.g. on Linux the libacl/libattr development
packages; in Debian these are named libacl1-deyv, libattr1-dev).

[OPTIONAL] libz

Sambhain can store the content of files in the baseline database (for files smaller than 9200 bytes
after zlib compression). This feature is only available if the zlib library and header files are
present (e.g. on Linux the libz development package; in Debian this is named zlib1g-dev).

[OPTIONAL] PCRE

Samhain can monitor logfiles of other applications, e.g. Syslog, Apache (or other webservers
with similar log formats), Samba, or pacct (BSD-style process accounting). This extension
requires the PCRE (Perl Compatible Regular Expressions) library, e.g. on linux the libpcre
package (and for compiling, also the libpcre development package). In Debian, this would be
libpcre3 and libpcre3-dev.

2.3. Download and extract

The current version of samhain can be downloaded from
http://www.la-samhna.de/samhain/samhain-current.tar.gz. Older versions of samhain are available
from the online archive (http://www.la-samhna.de/samhain/archive.html). You should always make
sure that you have a complete and unmodified version of samhain. This can be done by verifying the
PGP signature (see below).

The downloaded tarball will contain exactly two files:

1. A tarball named samhain-N.N.N.tar.gz (N.N.N is the version number) containing the source
tree, and

2. the PGP signature for this tarball, i.e. a file named samhain-N.N.N.tar.gz.asc. use of the
dnmalloc allocator that is the default since samhain 2.4.5, and reverts to using the standard
allocator provided by your system.

sh$ wget http://la-samhna.de/samhain/samhain-current.tar.gz

sh$ gunzip samhain-current.tar.gz | tar tvf -

-rw-r—-—-r-— 500/100 920753 2004-05-24 19:57:55 samhain-1.8.8.tar.gz
-rw-r——r—-— 500/100 189 2004-05-24 19:58:29 samhain-1.8.8.tar.gz.asc

You might wish to verify the PGP signature now, in order to make sure that you have received a
complete and unmodified version of samhain. All samhain releases are signed with the key
0OF571F6C (Rainer Wichmann).

Key fingerprint = EF6C EF54 701A 0AFD B86A F4C3 1AAD 26C8 0F57 1F6C
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sh$ gpg —-keyserver blackhole.pca.dfn.de --recv-keys OF571F6C
sh$ gpg ——verify samhain-N.N.N.tar.gz.asc samhain-1.8.8.tar.gz

Now you can proceed to extract the source tarball:

sh$ gunzip samhain-N.N.N.tar.gz | tar tvf -

This will create a new subdirectory samhain-N.N.N under your current directory. You should c¢d
into this subdirectory to proceed with configuring the source:

sh$ cd samhain-N.N.N

2.4. Configuring the source

Before you can start to compile, it is neccessary to configure the source for your particular platform
and your personal requirements. This is done by running the configure in the source directory. If
you type ./configure with no options, the source will get configured with the default options. In
particular, a standalone version of samhain will get built which uses the Filesystem Hierarchy
Standard (FHS) for file/directory layout. This is not the standard GNU layout of ’everything under
/usr/local’.

Paths: (A) samhain is a Filesystem Hierarchy Standard (FHS) compliant application. Thus the
default directory layout is not the standard GNU layout (see Section 2.10>).

(B) samhain has a concept of trusted users, and will refuse to run if the path to critical files is
writeable by users not in its list of trusted users (default: root, and the user who has started
samhain). Please read Section 2.10.1> for details.

To change the defaults, ./configure accepts a variety of command-line options and environment
variables (use ./configure --help for a complete list). The available command line options are listed
and explained in Appendix A>.

To configure a standalone version of samhain:

sh$ ./configure [more options]

Important remark on client/server use: Please read Chapter 6> if you intend to use samhain
as a client/server system. Things will not work automagically just because you compiled a client
and a server version of samhain. In particular, clients need to authenticate themselves to the
server, and special configure options are required if you want to keep the configuration file(s)
and the baseline database(s) on the central server.
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To configure a client version of samhain that can connect to a central server:

sh$ ./configure —--enable-network=client [more options]

To configure a server version of samhain that will act as a central log server:

sh$ ./configure --enable-network=server [more options]

2.4.1. Some more configuration options

If you want to use any options/modules that are not enabled by default (e.g. because the majority of
users do not require them, or because they require additional programs and/or libraries), at this point
you need to specify such options:

» To compile in the module to check for SUID files (see Section 5.9>) use ./configure
--enable-suidcheck

+ To compile in the module to detect kernel modifications/rootkits (see Section 5.10>) use
Jconfigure --with-kcheck=/path/to/System.map

+ To compile in the module to detect kernel modifications/rootkits (see Section 5.10>) use
Jconfigure --with-kcheck=/path/to/System.map

+ To compile in the module to monitor login/logout events (see Section 5.11>) use ./configure
--enable-login-watch

« To compile in the module to check mount options for mounted filesystems (see Section 5.12>) use
J/configure --enable-mounts-check

+ To compile in the module to specify files relative to user home directories (see Section 5.13>) use
.J/configure --enable-userfiles

+ To compile in code for logging to an RDMS, (see Section 4.12>) use ./configure
--enable-xml-log --with-database=oracle/mysql/postgresql

+ To compile in code for logging to the Prelude IDS, (see Section 4.9>) use ./configure
--with-prelude

+ To use PGP-signed configuration files, (see Chapter 8>) use ./configure
--with-gpg=/path/to/gpg. Please review Chapter 8> for further information and additional
options to compile in the key fingerprint and/or the checksum of the gpg executable.

+ To compile samhain for use of the ’stealth’ options to hide its presence, please review Chapter 9>
for the available options.

» To configure a server version of samhain that will act as a central log server, use ./configure
--enable-network=server
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« To configure a client version of samhain that can connect to a central server, use ./configure
--enable-network=client. Please refer to the chapter Chapter 6 for an explanation of the
client/server setup, in particular further options that you need if you want to store configuration
files and baseline databases on the server (see Section 6.5>).

2.5. Build

After configuring the source, to build samhain you just have to type the command:

sh$ make

The standalone/client executable (samhain) and the log server (yule) cannnot be compiled
simultaneously. You need to run ./configure & & make separately for both.

If you want to use your native package manager for installation, you might rather want to build a
binary package. samhain has support for RPM (rpm), Debian (deb), Gentoo (tbz2), HP-UX (depot),
and Solaris packages. Instead of simply typing make, you need to type:

sh$ make rpm|deb|tbz2|depot|solaris-pkg

This will create a custom binary package according to the options that you used when configuring
the source (see previous section). For more details, see Section 10.2>.

If you don’t want to include documentation, you can instead use:

sh$ make rpm-light|deb-light|depot-light|tbz2-1light|solaris-pkg-light

Finally, the Makefile supports building a portable (Unix) binary installer package based on the
makeself installer ((c) 1998-2004 Stephane Peter). There will be no documentation included. Just

type:

sh$ make run

2.6. Install

After successful compilation, you can install samhain by typing:

sh$ make install
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The installation routine will not overwrite your configuration file from a previous installation.

Executables will be stripped upon installation. On Linux 1386 and FreeBSD 1386, the sstrip utility
(copyright 1999 by Brian Raiter, under the GNU GPL) will be used to strip the executable even
more, to prevent debugging with the GNU gdb debugger.

After installation, you will be offered to run make install-boot in order to install the init scripts that
are required to start samhain automatically when your system (re-)boots. For many operating
systems (Linux, *BSD, Solaris, HP-UX, IRIX), configure will generate init scripts, and make
install-boot will figure out which of them to install, and where (if the correct distribution cannot be
determined, none of them will be installed).

sh$ make install-boot

2.6.1. Important make targets

sh$ make install

Create the required directories (if not existing already), and install the compiled executable and the
configuration file.

bash$ make DESTDIR=/somedir install

Install as if /somedir is the root directory. Useful for creating packages or installing for chroot
(server).

sh$ make install-boot

Install runlevel start/stop scripts or create inittab entry (AIX) in order to start the daemon upon

system boot. Supported on Linux, *BSD, Solaris, HP-UX, AIX(*), IRIX(*) [(*) untested].

sh$ make uninstall

Uninstall the executable and remove directories if empty. Does not uninstall the configuration file.

sh$ make purge

As make uninstall, but also remove the the configuration file.
sh$ make uninstall-boot
Uninstall the runlevel start/stop scripts.

Tip: You can save the script samhain-install.sh and use it for uninstalling if you ever want to
remove samhain:
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sh$ samhain-install.sh purge
sh$ samhain-install.sh uninstall-boot

2.7. Customize

samhain comes with default configuration files for several operating systems: samhainrc.linux,
samhainrc.solaris, samhainrc.freebsd, samhainrc.aix5.2.0 (and yulerc for the
server). The installation routine will choose the one matching closest your system, or fall back to
samhainrc.linux, if no good match could be found. However, all these configuration files are kept
very general, and most probably you want to adjust settings like:

« which files/directories should be checked
« which logging facilities should be used

The default location of the configuration file is /etc/samhainrc (see Section 2.10>). To
customize, type:

sh$ vi /etc/samhainrc

The default configuration file is heavily commented to help you. For a list of all runtime
configuration directives, please have a look at Appendix C>.

If you have any typos or other errors in your configuration file, samhain will log warning messages
upon startup including the corresponding line number of the configuration file.

2.8. Initialize the baseline database

samhain works by comparing the present state of the filesystem agains a baseline database. Of
course, this baseline database must be initialized first (and preferably from a known good state !). To
perform the initialization (i.e. create the baseline database), type:

sh$ samhain -t init -p info
(with -p info, messages of severity "info’ or higher will be printed to your terminal/console).

If the database file already exists, samhain -t init will append to it. This is a feature that is intended
to help you operating samhain in a slightly more stealthy way: you can append the database e.g. to a
JPEG picture (and the picture will still display normally - JPEG ignores appended ’garbage’).
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Note:: It is usually an error to run samhain -t init twice, because (a) it will append a second
baseline database to the existing one, and (b) only the first baseline database will be used. Use
samhain -t update for updating the baseline database. Delete or rename the baseline database
file if you really want to run samhain -t init a second time.

2.9. Run samhain

After successful initialization of the baseline database, you can run samhain in ’check’ mode by
typing:

sh$ samhain -t check

To run samhain as a daemon, you can either use the command line option ’-D’, or set daemon mode
in the configuration file with the option ’'Daemon=yes’.

Tip: When testing samhain for the first time, you may want to use the command line option
--foreground to run samhain in the foreground rather than as daemon. This allows to spot the
reason for eventual problems much easier.

2.10. Files and directory layout

Tip: samhain has its own set of trusted users. Paths to critical files (e.g. the configuration file)
must be writeable by trusted users only. Failure to ensure this (e.g. by compiling in an appropriate
set of trusted users) is one of the most frequent reasons for problems. See below for details.

2.10.1. Trusted users and trusted paths

 Trusted users are root and the effective user of the process (usually, the effective user will be root
herself). Additional trusted users can be defined in the configuration file (see Sect. Section 4.5 for
an example), or at compile time, with the option

bash$./configure —--with-trusted=0, ...

« A trusted path is a path with all elements writeable only by trusted users. samhain requires the
paths to the configuration and log file to be trusted paths, as well as the path to the pid file.

If a path element is group writeable, all group members must be trusted. If the path to the
configuration file itself is writeable by other users than root and the effective user these must be
defined as trusted already at compile time.

10
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Note: The list of group members in /etc/group may be incomplete or even empty. samhain will
check /etc/passwd (Where each user has a GID field) in addition to /etc/group to find all

members of a group.

2.10.2. Directory layout

samhain conforms to the FHS, which mandates a directory layout that is different from the default
GNU layout (everything in subdirectories under /etc/local).

Tip: There is an option ./configure --enable-install-name=name. When this option is used, not
only the executable is installed as NAME, but also in all the paths, samhain is replaced with

NAME.

Note: For the yule server, replace samhain with yule in the paths explained below.

The following table explains which directory layout results from ./configure --prefix=PREFIX

sbindir mandir sysconfdir localstatedir
PREFIX (none)

/usr/local/sbin /usr/local/man letc /var

PREFIX USR (all capital)

/usr/sbin /usr/share/man letc /var

PREFIX OPT (all capital)

/opt/samhain/bin /opt/samhain/man /etc/opt /var/opt/samhain
PREFIX /other

/other/sbin /other/share/man /other/etc /other/var

The file signature database will be written to 1ocalstatedir/lib/samhain/samhain_file, the pid file
to localstatedir/run/samhain.pid, and the log file to 1ocalstatedir/log/samhain_log. In
addition, yule writes an HTML status file to 1ocalstatedir/log/yule/yule.html

To get a more fine-grained control on the layout, the following configure options are provided

« --with-config-file=FILE — The path of the configuration file.

« --with-log-file=FILE — The path of the log file.
» --with-pid-file=FILE — The path of the pid file.
« --with-data-file=FILE — The path of the file signature database file.

11
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« --with-html-file=FILE — The path of the HTML status file (server only).

2.10.3. Runtime files

2.10.3.1. Standalone or client

Purpose Directory

Logfiles localstatedir/log/

Data files localstatedir/lib/samhain/
Pid file localstatedir/run/

2.10.3.2. Server

Note: The server will drop root privileges after startup. | does not need write access to the data
files, thus the data file directory is chmod 555 on installation. It does need write access to the log
file directory. As the system logfile directory usually is owned by root, the install script will by
default create a subdirectory and chown it to the unprivileged yule user. The PID file is written
before dropping root.

Purpose Directory

Logfiles localstatedir/log/yule/
Data files localstatedir/lib/yule/
Pid file localstatedir/run/

2.10.4. Installed files

2.10.4.1. Standalone or client

File Installed to Mode
samhain sbindir/samhain 700
samhainrc sysconfdir/samhainrc 600
samhain.8 mandir/man8/samhain.8 644
samhainrc.5 mandir/man5/samhainrc.5 644
(samhain_setpwd) sbindir/samhain_setpwd 700
(samhain_stealth) sbindir/samhain_stealth 700

12
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File Installed to Mode
yule sbindir/yule 700
yulectl sbindir/yulectl 700
yulerc sysconfdirf/yulerc 600
samhain.8 mandir/man8/yule.8 644
samhainrc.5 mandir/man5/yulerc.5 644
samhain_setpwd sbindir/yule_setpwd 700

2.11. The testsuite

Samhain comes with a suite of verification/regression tests located in the test / subdirectory of the
source tree.

The driver script is test/test . sh. Calling it without arguments will provide some usage
information. The script should be called as:

test.sh

[options]

<test_number>

The driver script is test/test . sh. Calling it without arguments will provide some usage
information. The script should be called as:

bash$ test/test.sh [options] <test_number>

The possible tests are:

~N o U W N
|
|

all —-

Compile with many different options

Hash function

Standalone init/check

Microstealth init/check

External program call

Controlling the daemon (signal handling)
GnuPG signed files / prelude log
Suidcheck

Test
Test
Test
Test
Test

client/server init/check

full
full
full
full

All tests

client/server init/check
client/server w/gpg

client/server w/mysqgl (only with --really-all)
client/server w/postgres (only with --really-all)

(non-applicable tests will be

skipped)

13
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The recognized options are as follows:

wm A W

. -ql--quiet No output; success/failure is reported vi exit status only.

. -vl--verbose Report additional information.

. -sl--stoponerr Stop when a test fails.

. --no-cleanup Don’t clean up generated test data (useful to investigate the reason for a failure).

. --sredir=... Tell the script the location of the source tree (not necessary if run from the top

source directory).

. --color=always\neverlauto Whether to use colour for output. Default is "auto’ (no colour if

stdout is not a terminal).

. --really-all This option enable additional test that are not run usually (see below).

The --really-all option: This option enables the following additional tests:

1. smatch As part of the compile test suite (test 1), the smatch checker will be used (see
smatch.sourceforge.net). Requires a appropriate setup (patched gcc in
/usr/local/gcc-smatch/bin/, smatch scriptsin ../sm_scripts.

2. prelude logging Logging to prelude will be tested as part of test 7. Requires
prelude-manager, and requires that samhain is already registered as analyzer. This test is
designed such that it should not interfere with an eventually running instance of
prelude-manager.

3. mysql/postgresql logging Logging to mysql and/or postgresqlwill be tested with tests 13/14.
Requires a running database with an existing default setup (database/user/password =
samhain/samhain/samhain, table = log).

CAVEAT

The database tests (13/14) with --really-all will modify (i.e. log to) the
database. These are the only tests that are not confined to the directory where
the test is run.
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3.1. How to invoke

From the command line

+ sambhain -t init [more options] — To initialize the database

» samhain -t check [more options] — To check against the database

By default, samhain will not become a daemon, but stay in the foreground. Daemon mode must be
set in the configuration file or on the command line. Also by default, samhain will neither initialize
its file system database nor check the file system against it. The desired mode must be set in the
configuration file or on the command line. A complete list of command line options is given in the
appendix.

To start as daemon during the boot sequence

For Linux (Debian, Redhat, Gentoo, and SuSE), *BSD, Solaris, HP-UX, AIX, IRIX make
install-boot will setup your system for starting the daemon upon system boot (if the correct
OS/distribution cannot be determined, nothing will be done).

For any other system, you need to figure out by yourself how to start samhain during the boot
sequence.

3.2. Using daemontool (or similar utilities)

samhain does not auto-background itself (to become a daemon) unless explicitely specified in the
config file or on the command line. However, normally it runs in single-shot mode if not used as
daemon. To cause samhain to enter the main loop while running in the foreground (as required if you
want to use daemontool), you need to start with the option -f or --forever. Note that yule, the server,
will always loop.

3.3. Controlling the daemon

As part of their boot concept, some systems have individual start/stop scripts for each service
(daemon). As a minimum, these scripts take either ’start’ or ’stop’ as argument, sometimes also e.g.
’reload’ (to reload the configuration), ’restart’, or ’status’ (check whether the daemon is running).
While this is convenient, there are also a number of problems:
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« Some systems do not have such start/stop scripts.
« There is no standard for the location of these scripts.

+ There is no standard for the arguments such a script may take, neither for their interpretation (e.g.:
on Linux distribution XYZ, do the start/stop scripts take ’status’ as argument, and if, is the status
reported by printing a message or by the exit status ?)

To provide a portable interface for controlling the samhain daemon, the executable itself can serve
for this purpose (only if invoked by the superuser) The supported actions, which must be given as
first argument on the command line, are:

« start Start samhain. Arguments after ’start’ are passed to the process. Daemon mode will be
enforced, as well as running in ’check’ mode, irrespective of command line or config file settings.

« stop Stop the daemon. On Linux and Solaris, actually all running instances of samhain are
stopped, even if no pid file is available.

« restart Stop and start.
« reload or force-reload Reload the configuration file.

« status Check whether the daemon is running.

Success/failure is reported via the exit status as follows: 0 Success. (On Linux/Solaris, stop will
always be successful, on other systems only if the pid file is found.) / Unspecified error. 4 User had
insufficient privilege. 5 Program is not installed. 7 Program is not running.

If the status command is given: 0 Program is running. / Program is dead and /var/run pid file exists.
3 Program is stopped. 4 Program status is unknown.

Le., this interface behaves as mandated by the LSB Standard for init scripts.

3.4. Signals

On startup, all signals will be reset to their default. Then a signal handler will be installed for all
signals that (i) can be trapped by a process and (ii) whose default action would be to stop, abort, or
terminate the process, to allow for graceful termination.

For SIGSEGYV, SIGILL, SIGBUS, and SIGFPE, a ’fast’ termination will occur, with only minimal
cleanup that may result in a stale pid file being left.
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If the operating system supports the siginfo_t parameter for the signal handling routine (see man
sigaction), the origin of the signal will be checked.

The following signals can be sent to the process to control it:

« SIGUSRI Switch on/off maximally verbose output to the console.

« SIGUSRZ2 Suspend/continue the process, and (on suspend) send a message to the server. This
message has the same priority as timestamps. This signal allows to run samhain -t init -e none on
the client to regenerate the database, with download of the configuration file from the server, while
the daemon is suspended (normally you would get errors because of concurrent access to the
server by two processes from the same host).

+ SIGTERM Terminate the process.

« SIGQUIT Terminate the server process after processing all currently pending requests from
clients. Terminate the client process after finishing the current task (from the terminal, SIGQUIT
usually is Ctrl-\).

« SIGHUP Re-read the configuration file. Note that it is not possible to override command-line
options given at startup.

« SIGTTIN / SIGABRT Unlock the log file, wait three seconds, then proceed. At the next access, the
log file will be locked again and a fresh audit trail -- with a fresh signature key -- will be started.
This allows log rotation without splitting an audit trail. See Sect.~Section 4.5.1.

» SIGTTOU Perform a file check. Only client/standalone, and only in daemon mode.

3.5. PID file

samhain generates a PID file if it is run as a daemon process. You can configure the path to the PID
file at compile time, either explicitely using the ./configure --with-pid-file=FILE option, or via the
Jconfigure --prefix=PREFIX option.

3.6. Log file rotation

samhain locks the logfile using a lock file. This lock file has the same path as the log file, with .lock
appended. After sending SIGTTIN or SIGABRT to the samhain daemon, it will first finish its current
tast (this may take some time), then unlock the log file (i.e. remove the 1ogfile. lock file), wait
three seconds, then proceed. Thus, to rotate the log file, you should use something like the following
script:

#! /bin/sh

if test -f /usr/local/var/run/samhain.pid; then \
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PIN=‘cat /usr/local/var/run/samhain.pid; \
/bin/kill -TTIN SPIN; \
sleep 1; \
AA=0; \
while test "xS$AA" != "x120"; do \
let "AA = SAA + 1"; \
if test -f /usr/local/var/log/samhain_log.lock; then \

sleep 1; \
else \
break; \
£fi \
done; \

fi
mv /usr/local/var/log/samhain_log /usr/local/var/log/oldlog

If you use the ’logrotate’ tool, you could use the following (untested):

/usr/local/var/log/samhain_log {
size 100k
nocreate
compress
mail root@localhost
maillast

prerotate
if test —-f /usr/local/var/run/samhain.pid; then \
PIN=‘cat /usr/local/var/run/samhain.pid‘; \
/bin/kill -TTIN S$PIN; \
sleep 1; \
AA=0; \
while test "xSAA"™ != "x120"; do \
let "AA = SAA + 1"; \
if test -f /usr/local/var/log/samhain_log.lock; then \

sleep 1; \
else \
break; \
£fi \
done; \
fi
endscript

3.7. Updating the file signature database

The samhain daemon only reads the file signature database on startup (also see Section 5.4.4 on
this). You can update the database while the daemon is running, as long as you don’t interfere with
its logging (i.e. you should run samhain -t update -1 none to make sure the log file is not accessed).
Interactive updates are supported with the command line flag --interactive, updates using a list of
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’good’ files are supported with the command line flag --listfile=path to listfile, where
path_to_listfile should be the absolute path to a text file listing the good’ files (absolute paths, one
per line).

If you are using samhain in client/server mode and keep the baseline database on the server, then
there are two ways to update the database:

« The preferred method is to use the web-based (PHP4) beltane (http://www.la-samhna.de/beltane/)
frontend, which allows to review client messages and to perform server-side updates of baseline
databases.

» Temporarily scp the baseline database to the client, run samhain -t update, and scp the baseline
database back to the server. If you want to keep the client daemon running during the update, you
need to avoid concurrent access to the log file (use ’-1 none’ for the update process). Also, you
need to avoid concurrent access to the server (use ’-e none’ for the update process).

If you must access the server concurrently (e.g. to download the configuration file for the update
process), you need to suspend the client daemon process temporarily using SIGUSR2 (note that
SIGSTOP/SIGCONT will not do what you want, because the daemon must inform the server that
it is about to suspend). Use SIGUSR2 again to wake up the daemon from suspend mode.

3.8. Improving the signal-to-noise ratio

To get a good signal-to-noise ratio (i.e. few false alerts), you need to know which files should be
checked, and which not (looking at the ’last modified’ timestamp may be helpful, if in doubt).

To see how to set recursion depths, implement ’check all but xxx’ policies etc., have a look at
Section 5.4.1.

As samhain runs a a daemon, it is capable to ‘remember’ all file system changes, thus you won’t get
bothered twice about the same problem.

3.9. Runtime options: command-line & configuration
file

All command line options are described in Appendix B>. Note that depending on the ./configure
options used for compiling, not all options may be available. You can get a list of valid options with
samhain --help.
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All settings in the configuration file, are described in Appendix C>. Note that depending on the
Jconfigure options used for compiling, not all options may be available. If you are using
unsupported options, samhain will log warning messages upon startup, including the line number of
the offending line in the configuration file.

3.10. Remarks on the dnmalloc allocator

As a proactive security measure, since version 2.4.5, samhain ships with dnmalloc (Dnmalloc Site
(http://fort-knox.org/)), a safer allocator that isn’t vulnerable by heap buffer overflows and/or double
free errors. L.e. with dnmalloc, it’s not possible to exploit such errors to run arbitrary code.

If you want to disable dnmalloc, you can do so at compile time with ./configure --disable-dnmalloc
[more options].

Unsupported operating systems: The dnmalloc allocator doesn’t work on: OpenBSD
(problems with pthread internals), Cygwin (also pthread internals), and 64bit FreeBSD. On 64bit
AlX, you need to compile as a 32bit application, or to forego dnmalloc.

Speed and memory overhead of dnmalloc:

Speed
Dnmalloc is as fast, or sometimes faster than, the GNU libc allocator (which is based on

ptmalloc).

Memory overhead

Reserved memory: "Reserved momory" is the amount of memory that the operating system
has reserved for an application, is backed by physical reasources (RAM or swap), and
hence is not available for other applications. In other words, "reserved momory" is the
actual resource usage of an application.

Because of deferred memory allocation, reserved memory can be less than what an application
has asked for, since memory is only reseved when it is used.

The actual memory overhead of dnmalloc is in the range of 20 per cent or less.
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On top of that, dnmalloc allocates a huge (128MB/256MB for 32bit/64bit systems) table on
startup. This is basically a non-issue, since this table is only sparsely used, and hence
contributes very little to the "reserved memory", i.e. the actual resource usage of dnmalloc.

Both ’top’ and ’ps’ include this table in the ’virtual size’ (columns VIRT/VSZ in top/ps) of an
application using dnmalloc, thus giving the incorrect impression that physical swap storage
would be required to back this table, if it’s not resident in RAM (columns RES/RSS in top/ps).
In fact, since most parts of this table are never used, no physical storage (neither RAM nor
swap) is ever reserved for them. Note that this is not true anymore if (on Linux) you’ve
switched off overcommiting completely (echo 2 > /proc/sys/vim/overcommit_memory).

3.11. Support / Bugs / Problems

If you have problems getting samhain to run, or think that you have encountered a bug, then please
check the FAQ first.

If your problem is not anwered there, you can visit the user forum (http://la-samhna.de/forum)
(which is searchable, by the way) and ask there for help (recommended for questions of probably
general interest), or send email to <support@la-samhna.de>.

Please remember that a useful problem report should at least include the following three items:

+ What did you do ?
» What result did you expect ?

« What result did you obtain instead ?

Please be sure to provide relevant details, such as:

+ your operating system, its release version, and the machine (uname -srm).
+ your operating system, its release version, and the machine (uname -srm).
« the version of samhain that you are using, and the options that you have supplied to configure.

« If you think you have encountered a bug, it is usually very helpful if you run samhain in the
foreground (i.e. not as daemon) with the command line switch -p debug to get some more
information about the problem.
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It would be even more helpful if you first re-compile samhain with configure --enable-debug, and
then run it with the command line switch -p debug (again, not as daemon, but in the foreground).

Please compress the output using gzip, and send it as attachment to <support@la-samhna.de>.
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The configuration file for samhain is named samhainrc by default. Also by default, it is placed in
/etc. (Name and location is configurable at compile time). The distribution package comes with a
commented sample configuration file. The layout of the configuration file is described in more
details in Section C.1.

4.1. General

Events (e.g. unauthorized modifications of files monitored by samhain) will generate messages of
some severity. These messages will be logged to all logging facilities, whose threshold is equal to, or
lower than, the severity of the message.

4.1.1. Severity levels

The following severity levels are defined:

Level Significance

none Not logged.

debug Debugging-level messages.

info Informational message.

notice Normal conditions.

warn Warning conditions.

mark Timestamps.

err Error conditions.

crit Critical conditions.

alert Program startup/normal exit, or fatal error,
causing abnormal program termination.

inet Incoming messages from clients (server only).

Most events (e.g. timestamps, internal errors, program startup/exit) have fixed severities. The
following events have configurable severities:

« (server only) failure to resolve a client address (section [Misc], option SeverityLookup)
- policy violations (for monitored files)

« access errors for files
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« access errors for directories
« obscure file names (with non-printable characters) and/or invalid UIDs/GIDs (no such user/group)

+ login/logout events (if samhain is configured to monitor them)

Severity levels for events (see Section 4.1.1>) are set in the EventSeverity and (for login/logout
events) the Urmp sections of the configuration file.

In the configuration file, these can be set as follows:

[EventSeverity]

#

# these are policies

#

SeverityReadOnly=crit
SeverityLogFiles=crit
SeverityGrowingLogs=warn
SeverityIgnoreNone=crit
SeverityIgnoreAll=info

#

# these are access errors

#

SeverityFiles=err
SeverityDirs=err

#

# these are obscure file names
# and/or invalid UIDs/GIDs (no such user/group)
#

SeverityNames=info

#

# This is the section for login/logout monitoring
#

[Utmp]

SeverityLogin=notice
SeverityLogout=notice

# multiple logins by same user
SeverityLoginMulti=err

4.1.2. Classes

Events of related type are grouped into classes. For each logging facility, it is possible to restrict
logging to a subset of these classes (see Section 4.3>). The available classes are:

Class Significance
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Class Significance

EVENT Events to be reported (i.e. policy violations,
login/logout).

START Startup/stop messages.

STAMP Timestamp (heartbeat) messages.

LOGKEY The key to verify the signed log file.

ERROR Error messages.

OTHER Everything else (e.g. informational messages).

AUD System calls (for debugging).

The aforementioned classes represent a new, simplified classification scheme since version 1.8.2.
The previous scheme (listed below) will still work, and both can be mixed.

Class Significance

AUD System calls.

RUN Normal run messages (e.g. startup, exit, ...)
STAMP Timestamps and alike.

FIL Messages related to file integrity checking.
TCP Messages from the client/server subsystem.
PANIC Fatal errors, leading to program termination.
ERR Error messages (general).

ENET Error messages (network).

EINPUT Error messages (input, e.g. configuration file).

4.1.3. Error message customization

It is possible to customize the initial part (the header of messages via the

MessageHeader="format " directive. Enclosing quotes are only required to protect

leading/trailing space, and there is no need to escape quotes within the format string. The following

placeholders are recognized:

%S

Severity of the message.

%T

Timestamp of the message.
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%C

Class of the message.

9%F

Source file where the message originates from.

%L

Line number (in the source file) where the message originates from.

%E

An error code that may provide additional information in case of internal errors.

In the configuration file, these can be set as follows:

MessageHeader="%S %T "

#

# Default for XML-style messages.

# Note that quotes within the format strings are NOT escaped in any way.
#

# MessageHeader="<log sev="%S" tstamp="%T" "

4.2. Available logging facilities

samhain supports the following facilities for logging:

 e-mail — sambhain uses built-in SMTP code, rather than an external mailer program. E-mails are
signed to prevent forging.

+ syslog — The system logging utility.

+ console — If running as daemon, /dev/console is used, otherwise stderr. /dev/console can
be replaced by other devices, including a FIFO.

« log file — Entries are signed to provide tamper-resistance.
« log server — samhain uses TCP/IP with strong authentication and signed and encrypted messages.

« external — samhain can be configured to invoke external programs for logging and/or taking
some action upon certain conditions.

+ SQOL db — Currently samhain supports MySQL, PostgreSQL, Oracle, and unixODBC.
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+ Prelude — samhain can be compiled with support for the Prelude IDS, i.e. it can be used as a
Prelude sensor.

Each of these logging facilities has to be activated by setting an appropriate threshold on the
messages to be logged by this facility.

Note: In addition, some of these facilities require proper settings in the configuration file (see
next sections).

4.3. Activating logging facilities and filtering messages

All messages have a severity level (see Section 4.1.1>) and a class (see Section 4.1.2>), with
somewhat orthogonal meaning:

The severity ranks messages with respect to their importance. Most events (e.g. timestamps, internal
errors, program startup/exit) have fixed severities. However, as importance sometimes is a matter of
taste, some events have configurable severities (see Section 4.1>).

Classes refer to the purpose/category of a message. As such, they should (ideally) be useful to
exclude messages that are not interesting in some context (e.g. startup/stop messages may seem
useless noise if samhain is run from cron).

Obviously, as severity is a rank, the most natural way to exclude unwanted messages is to set a
threshold. On the other hand, as the message class is a category, the most natural way to exclude
messages is to /ist those message classes that you want.

Messages are only logged to a log facility if their severity is at least as high as the threshold of that
facility, and their class is one of those wanted (by default: all). Thresholds and class lists can be
specified individually for each facility.

Switching on/off: Most log facilities are off by default, and need to be enabled by setting an
appropriate threshold.

A threshold of none switches off the respective facility.

Logging of client messages by the server: By default, messages received by the server are
treated specially, and are always logged to the logfile, and never to mail or syslog. If you don’t
like that, use the option UseClientSeverity=yes (section [Misc]).
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Thresholds and class lists are set in the Log section of the configuration file. For each threshold
option FacilitySeverity there is also a corresponding option FacilityClass to limit that facility
to messages within a given set of class. The argument must be a list of valid message classes,
separated by space or comma.

Actually, the FacilitySeverity can take a list of severities with optional specifiers **’,’!’, or =,
which are interpreted as ’all’, ’excluding’, and ’only’, respectively. Examples: specifying ’*’ is equal
to specify ’debug’; specifying *!*’ is equal to specifying 'none’; ’info,!crit’ is the range from ’info’
to ’err’ (excluding crit and above); and ’info,!=err’ is info and above, but excluding (only) ’err’. This
is the same scheme as used by the Linux syslogd (see man 5 syslogd).

System calls: certain system calls (execve, utime, unlink, dup (+ dup2), chdir, open, kill, exit (+
_exit), fork, setuid, setgid, pipe) can be logged (only to console and syslog). You can determine the
set of system calls to log via the option LogCalls=call1l, call2, ....By default, this is off
(nothing is logged). The priority is notice, and the class is AUD.

Example:

[Log]

#

# Threshold for E-mails (none = switched off)
#

MailSeverity=none

#

# Threshold for log file

#

LogSeverity=err

LogClass=RUN FIL STAMP

#

# Threshold for console

#

PrintSeverity=info

#

# Threshold for syslog (none = switched off)
#

SyslogSeverity=none

#

# Threshold for logging to Prelude (none = switched off)
#

PreludeSeverity=none

#

# Threshold for forwarding to the log server
#

ExportSeverity=crit

#

# Threshold for invoking an external program
#
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ExternalSeverity=crit

#

# Threshold for logging to a SQL database
#

DatabaseSeverity=err

#

# System calls to log

#

LogCalls=open, kill

4.4. E-mail

It is possible to define email recipients at compile-time, but it is also possible to define recipients, or
aliases (lists of recipients) in the configuration file. Each recipient (list) definition starts with either:

SetMailAddress=recipient
or:
SetMailAlias=1istname:addresslist

Filters and/or a threshold severity for the recipient (list) may follow. The definition of a recipient is
ended (a) explicitely when terminated with the line CloseAddress, or (b) implicitely when another
recipient (list) definition is started.

Items that can/must be configured are:

Recipients address

SetMailAddress=username@hostname

Each address must on a separate line in the configuration file.

Tip: it is recommended to use numerical IP addresses instead of host names (to avoid DNS
lookups).

Recipients address list

SetMailAlias=1istname:addresslist
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"non

Define an alias for a list of (already defined) recipients. The format is listname ":" addresslist,
where addresses in addresslist can be separated by comma, tab, or space. Logging threshold
and filters (see below) can be set for a list as for an individual recipient, but will take effect only
for email that is specifically targeted at the list (e.g. via a per-queue rule in the logfile
monitoring module).

Logging threshold

SetAddrSeverity=severity

This defines a logging threshold severity for the last defined recipient (list). The syntax is the
same as for MailSeverity.

MailSeverity and SetAddrSeverity: The MailSeverity setting in the [Log] section defines
an upper bound for all recipients. Messages not included by the MailSeverity setting will
never be emailed.

NOT Filter

SetMailFilterNot=1ist_ of regexes

Defines a filtering condition for the last defined recipient (list). If there is no recipient (list)
defined yet, it applies to the compiled-in recipients.

List items are POSIX regular expressions. As whitespace (blank or tab) is a valid separator in a
list, strings with whitespace must be enclosed in single or double quotes. If a string begins with
a double quote, enclose it in single quotes (and vice versa).

If used, then NONE of the regular expressions in /ist can occur in a message, otherwise it will
not be sent by email.

AND Filter
SetMailFilterAnd=1ist

Order of evaluation: AND conditions are evaluated after all NOT conditions.

If used, then ALL strings in /ist must occur in a message, otherwise it will not be sent by email.
The syntax is the same as for SetMailFilterNot.
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OR Filter
SetMailFilterOr=1ist

Order of evaluation: OR conditions are evaluated after all AND conditions.

If used, then AT LEAST ONE of the strings in /ist must occur in a message, otherwise it will
not be sent by email. The syntax is the same as for SetMailFilterNot.

Closing a recipient (list) definition

CloseAddress

This explicitely closes the definition of a recipient (list). However, this is optional syntactic
sugar (i.e. not really required), since recipient (list) definitions are closed implicitely by the
beginning of another recipient (list) definition (i.e. SetMailAddress or SetMailAlias).

Relay host / Mail exchanger

SetMailRelay=mail. some domain.com

You may need this option because some sites don’t allow outbound e-mail connections from
any arbitrary host. If the recipient is offsite, and your site uses a mail relay host to route
outbound e-mails, you need to specify the relay host.

Maximum interval

SetMailTime=86400

You may want to set a maximum interval between any two consecutive e-mails, to be sure that
sambhain is still "alive’.

Maximum pending

SetMailNum=10

Messages can be queued to send several messages in one e-mail. You may want to set the the
maximum number of messages to queue. (Note: messages of highest priority (alert) are always
sent immediately. At most 128 messages can be queued.
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Multiple recipients

MailSingle=yes/no

If there are multiple recipients, whether to send a single mail with the recipient list, or send
multiple mails. If all recipients are on same domain, a single mail may suffice, otherwise it
depends on whether the mail server supports forwarding (for security, most don’t).

Subject line

MailSubject=string

Here, string may contain the placeholders %T, %H, %S, and/or %M that will get replaced by
the time, hostname, message severity and message text, respectively. The default subject line is
equivalent to "%T %H". This option may be useful if you want to send emails to an
email-to-sms gateway.

Sender

SetMailSender=string

Here, string is the address that is inserted in the From: field. If a name without domain is given
(i.e. without ’ @xyz.tld"), the FQDN of the local host will be added automatically.

SMTP port

SetMailPort=port_number

This option allows to specify a custom port for SMTP (the default is 25).

Example:

[Misc]

#

# Do not send messages about added files, and startup messages.
# We have no recipient defined yet, thus this applies to

# compiled-in recipients only (if there are any).

#

SetMailFilterNot = ’POLICY ADDED’, START
#

# E-mail recipient (offsite in this case).
#

SetMailAddress=usernamel@host.some_domain.com
SetMailFilterNot = LOGKEY
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CloseAddress

#

# Need a relay host for outgoing mail.

#

SetMailRelay=relay.mydomain.com

#

# Number of pending mails.

#

SetMailNum=10

#

# Maximum time between e-mails.

# Want a message every day, Jjust to be sure that the
# program still runs.

#

SetMailTime=86400

#

# Do not send messages about added files, and startup messages
#

SetMailFilterNot = 'POLICY ADDED’, START
#

# To all recipients in a single mail.
MailSingle=yes

4.4.1. E-mail reports and their integrity

The subject line contains timestamp and local hostname, which are repeated in the message body.
samhain uses its own built-in SMTP code rather than the system mailer, because in case of
temporary connection failures, the system mailer (e.g. sendmail) would queue the message on disk,
where it may become visible to unauthorized persons.

During temporary connection failures, messages are stored in memory. The maximum number of
stored messages is 128. samhain will re-try to mail every hour for at most 48 hours. In conformance
with RFC 821, samhain will keep the responsibility for the message delivery until the recipient’s
mail server has confirmed receipt of the e-mail (except that, as noted above, after 48 hours it will
assume a permanent connection failure, i.e. e-mailing will be switched off).

The body of the mail may consist of several messages that were pending on the internal queue (see
Section 4.2>), followed by a signature that is computed from the message and a key. The key is
initialized with a random number, and for each e-mail iterated by a hash chain.

The initial key is revealed in the first email sent (obviously, you have to believe that this first e-mail
is authentic). This initial key is not transmitted in cleartext, but encrypted with a one-time pad
(Section 11.2>).
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The signature is followed by a unique identification string. This is used to identify seperate audit
trails (here, a trail is a sequence of e-mails from the same run of samhain), and to enumerate
individual e-mails within a trail.

The mail thus looks like:

first message
second message

signature
ID TRAIL_ID:hostname

Integrity verification: To verify the integrity of an e-mail audit trail, a convenience function is
provided:

samhain -M /mailbox/file/path

The mailbox file may contain multiple and/or overlapping audit trails from different runs of
samhain and/or different clients (hosts).

CAVEATS

Verification will fail, if the compiled-in key of the verifying executable is different
from the one that generated the message(s) (see Section 11.2>).

If you use a pre-compiled executable from some binary distribution, be sure to
read Section 11.2> carefully.

4.5. Log file

Trusted users

TrustedUser=username

If some element in the path to the log file is writeable by someone else than root or the effective
user of the process, you have to include that user in the list of trusted users (unless their UIDs
are already compiled in).

34



Chapter 4. Configuration of logging facilities

Separate log files for clients

UseSeparateLogs=yes/no

Only relevant on the server. Use a separate log file for (reports from) each client. The root name
of these log files will be the same as the main log file, with the client name appended.

4.5.1. The log file and its integrity

The log file is named samhain_1log by default, and placed into /var/log by default (name and
location can be configured at compile time). If samhain has been compiled with the ./configure
--enable-xml-log option, it will be written in XML format.

Note: If you have compiled for stealth (Chapter 9>), you won’t see much, because if obfuscated,
then both a 'normal’ and an XML logfile look, well ... obfuscated. Use samhain -jL
/path/to/logfile to view the lodfile.

The log file is created if it does not exist, and locked by creating a lock file, which has the same path
as the logfile, with a ".lock" appended. The lock file holds the PID of the process, which allows
sambhain to recognize and remove a stale lock if there is no process with that PID.

On the log server, it is possible to use separate log files for individual clients. This can be enabled
with UseSeparateLogs=yes/no in the Misc section of the server configuration file. No locking will
be performed for client files (only one instance of the server can listen on the TCP port, thus there
will be no concurrent access).

The directory where the logfile and its lock file are located must be writeable only by trusted users
(see Section 2.10.1>). This requirement refers to the complete path, i.e. all directories therein. By
default, only root and the effective user of the process are trusted.

Audit trails (sequences of messages from individual runs of samhain) in the log file start with a
[SOF] marker. Each message is followed by a signature, that is formed by hashing the message with
a key.

The first key is generated at random, and sent by e-mail, encrypted with a one-time pad as described
in the previous section on e-mail. Further keys are generated by a hash chain (i.e. the key is hashed
to generate the next key). Thus, only by knowing the initial key the integrity of the log file can be
assured.
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The mail with the key looks like:

signature
ID TRAIL_ID:hostname

Integrity verification: To verify the log file’s integrity, a convenience function is provided:
samhain -L /log/file/path

When encountering the start of an audit trail, you will then be asked for the key (as sent to you by
e-mail). You can then: (i) hit return to skip signature verification, (ii) enter the key (without the
appended timestamp), or (iii) enter the path to a file that contains the key (e.g. the mail box).

If you use option (iii), the path must be an absolute path (starting with a ’/’, not longer than 48
chars. For each audit trail, the file must contain a two-line block with the ----- BEGIN LOGKEY-----
line followed by the line (Key(48 chars)[timestamp]) from the mail. Additional lines before/after
any such two-line block are ignored (in particular, if you collect all e-mails from samhain in a
mailbox file, you can simply specify the path to that mailbox file).

CAVEATS

Verification will fail, if the compiled-in key of the verifying executable is different
from the one that generated the message(s) (see Section 11.2>).

If you use a pre-compiled executable from some binary distribution, be sure to
read Section 11.2> carefully.

4.6. Log server

Server address

SetLogServer=my. server.address

You have to specify the server address, unless it is already compiled in. It is possible to specify
a second server that will be used as backup.

Note: If you want to store the configuration file on the server, the server address must be
compiled in.
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Throughput throttling

SetThrottle=milliseconds

An option to throttle the throughput when downloading the database from the server. The
allowed maximum of 1000 msec throttles to about 64 kB/sec, less throttle means higher
throughput.

4.6.1. Details

During temporary connection failures, messages are stored in a FIFO queue in memory. The
maximum number of stored messages is 128. After a connection failure, samhain will make the next
attempt only after a deadtime that starts with 1 sec and doubles after each unsuccessful attempt (max
is 2048 sec). A re-connection attempt is actually only made for the next message after the deadtime
-- you should send timestamps (i.e. set the threshold to mark) to ensure re-connection attempts for
failed connections.

It is possible to specify two log servers in the client configuration file. The first one will be used by
default (primary), and the second one as fallback in case of a connection failure with the primary log
server.

4.7. External facilities

samhain can invoke external scripts/programs for logging (i.e. to implement support for pagers etc.).
This is explained in detail in Chapter 7>.

4.8. Console

Up to two console devices are supported, both of which may also be named pipes. If running as
daemon, samhain will use /dev/console for output, otherwise stdout. On Linux,

_PATH_CONSOLE will be used instead of /dev/console, if it is defined in the file
/usr/include/paths.h.
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You can override this at compile time, or in the [Misc] section of the configuration file with the
SetConsole=device option. Up to two console devices are supported, both of which may also be
named pipes (use the SetConsole option twice to set both devices).

Switching off: Invariably, some users set SetConsole=/dev/nul11 to switch off console logging.
This is highly ineffective, as the device will be opened, and the message written to it, for every
log message. The correct way is to use PrintSeverity=none in the [Log] section of the
configuration file (or the command line switch '-p none’).

4.9. Prelude

REQUIREMENTS: This facility requires that you have compiled with the --with-prelude option to
include support for prelude. Of course you need the libprelude client library for this to work.

For Prelude 0.8, timestamp messages will automatically be converted to Prelude heartbeat messages.

For Prelude 0.9, timestamp messages are dropped, and the built-in heartbeat mechanism of the
libprelude library is used.

Note: The following configuration options can only be used with libprelude 0.9. The should be
placed the [Misc] section of the configuration file, if you use them. The ’PreludeMapTo... options
do not affect in any way whether a message is reported by samhain to the prelude manager (for
this there is 'PreludeSeverity’ in the [Log] section); they only affect the 'Impact severity’ shown on
the prelude side.

PreludeProfile

PreludeProfile=profile_name

Specify the profile to use. The default is ’samhain’.

PreludeMapTolnfo

PreludeMapTolnfo=1ist of samhain severities

The severities that should be mapped to impact severity ’info’ for prelude. (default: none).
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PreludeMapToLow

PreludeMapToIlnfo=1ist of samhain severities

The severities that should be mapped to impact severity "low’ for prelude. (default: debug, info).

PreludeMapToMedium

PreludeMapToMedium=1ist of samhain severities

The severities that should be mapped to impact severity 'medium’ for prelude. (default: notice,
warn, err).

PreludeMapToHigh

PreludeMapToHigh=1ist of samhain severities

The severities that should be mapped to impact severity "high’ for prelude. (default: crit, alert).

4.9.1. Prelude-specific command-line options

With libprelude 0.9, the following prelude-specific command-line options are accepted:

1. --prelude Prelude generic options are following. This option must be given before the following
options are used.

. --profile <arg> Profile to use for this analyzer
. --heartbeat-interval <arg> Number of seconds between two heartbeats

. --server-addr <arg> Address where this sensor should report to (addr:port)

whn A~ W N

. --analyzer-name <arg> Name for this analyzer

4.9.2. Registering to a Prelude 0.9 manager

Sensor name/profile: For libprelude 0.9, the default sensor name/profile is 'samhain’. However,
version 2.0.6 of samhain still had 'Samhain’ (as for libprelude 0.8). For versions of samhain later
than 2.0.6, there is an option PreludeProfile=profiie (in the [Misc] section) to set a
user-defined name/profile.
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In order to register samhain as a Prelude sensor, you need to run on the sensor host and on the
manager host the prelude-adduser command.

sensor # prelude—-adduser register samhain "idmef:w admin:r" <manager host>

- Using default TLS settings from /usr/local/etc/prelude/default/tls.conf:
— Generated key size: 1024 bits.
— Authority certificate lifetime: unlimited.
— Generated certificate lifetime: unlimited.

- Adding analyzer samhain.
- Creating /usr/local/etc/prelude/profile/samhain...
— Using already allocated ident for samhain: 1312010545704259.
- Creating /usr/local/var/spool/prelude/samhain...

- Registring analyzer samhain to localhost.

You now need to start "prelude-adduser" on the server host where
you need to register to:

use: "prelude-adduser registration-server <analyzer profile>"
example: "prelude-adduser registration-server prelude-manager"

This is used in order to register the ’'sending’ analyzer to the ’receiving’
analyzer. <analyzer profile> should be set to the profile name of the
"receiving’ analyzer, the one where ’sending’ analyzer will register to.

Please remember that "prelude—-adduser" should be used to register
every server used by this analyzer.

Enter the one-shot password provided by the "prelude-adduser" program:
- Enter registration one shot password:
manager # prelude—adduser registration-server prelude-manager
- Using default TLS settings from /usr/local/etc/prelude/default/tls.conf:
- Generated key size: 1024 bits.
— Authority certificate lifetime: unlimited.
— Generated certificate lifetime: unlimited.
- Adding analyzer samhain.
- Creating /usr/local/etc/prelude/profile/samhain...
— Using already allocated ident for samhain: 1312010545704259.

- Creating /usr/local/var/spool/prelude/samhain...

- Starting registration server.
- generated one-shot password is "fz64g2h2".

This password will be requested by "prelude-adduser" in order to connect.
Please remove the first and last quote from this password before using it.

— Waiting for peers install request...
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You now have to type in the one-shot password generated on "manager" at the password prompt on
"sensor", (twice, for confirmation). Then on "manager" you will be asked to approve the registration.
Type ’y’, and you are finished.

The configuration file for the samhain sensor is

/usr/local/etc/prelude/profile/samhain/config

4.9.3. Registering to a Prelude 0.8 manager

Sensor name/profile: For libprelude 0.8, the sensor name/profile is ’'Samhain’.

In order to register samhain as a Prelude sensor, you need to run on the Prelude manager the
command: manager-adduser, and on the client the command sensor-adduser --sensorname
Sambhain --uid 0 --manager-addr x.x.x. x.

Both commands are interactive, and apparently should be run simultaneously, where
manager-adduser will generate a *one-shot password’ that must be entered in sensor-adduser. This
is how it looks on the Prelude manager:

bash$ manager—adduser

Generated one-shot password is "Oltdgbgy".

This password will be requested by "sensor-adduser" in order to connect.
Please remove the first and last quote from this password before using it.

- Waiting for install request from Prelude sensors...
— Connection from 127.0.0.1.

sensor choose to use PLAINTEXT communication method.
successfully created user calvin.

Sensor registered correctly.

And this is the dialog on the client:

bash$ sensor-adduser —--sensorname Samhain --uid 0 --manager-addr 127.0.0.1

Now please start "manager-—-adduser" on the Manager host where
you wish to add the new user.

Please remember that you should call "sensor-adduser" for each configured
Manager entry.
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Press enter when done.

Please use the one-shot password provided by the "manager-adduser" program.

Enter registration one shot password
Please confirm one shot password
connecting to Manager host (127.0.0.1:5553)... Succeeded.

Username to use to authenticate : calvin

Please enter a password for this user

Please re-enter the password (comfirm)

Register user "calvin" ? [y/n] : vy

Plaintext account creation succeed with Prelude Manager.
Allocated ident for Samhain@somehost: 61534998304562071.

The libprelude client library has a configuration file
/etc/prelude-sensors/sensors—default.conf where you can configure e.g. the network
address of the Prelude manager.

4.10. Using samhain with nagios

After running ./configure, you will find the script check_samhain.pl in the subdirectory
scripts/ of the samhain distribution. The following recipe to use this script has been kindly
provided by kiarna:

Nagios runs as user "nagios’. However, in order to check the filesystem, you typically want to run
samhain as 'root’. You can use sudo to fix this problem. In your /etc/sudoers file, add the line:

nagios ALL = NOPASSWD:/path/to/check_samhain
Next, add the service to the nagios file checkcommands.cfg:

# ’check_samhain’ command definition

define command({

command_name check_samhain

command_line /usr/bin/sudo —-u root S$USER1$/check_samhain -t 100
}

Checking the filesystem may take some time, so you may want to increase the nagios plugin timeout
by changing the following line in nagios.cfg from 60 to 100:
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service_check_timeout=100

Then add the service to the appropriate section in the nagios service.cfqg file.

4.11. Syslog

samhain will translate its own severities into syslog priorities as follows:

Severity Syslog priority
debug LOG_DEBUG
info LOG_INFO
notice LOG_NOTICE
warn LOG_WARNING
mark LOG_ERR

err LOG_ERR

crit LOG_CRIT

alert LOG_ALERT

Messages larger than 959 chars will be split into several messages. By default, samhain will use the
identity samhain’, the syslog facility LOG_AUTHPRIV, and will log its PID (process identification
number) in addition to the message.

The syslog facility can be modified via the directive SyslogFacility=command>L0G_xxx in the Misc
section of the configuration file.

The syslog priority to be used for heartbeat messages (timestamps) can be selected with the directive
SyslogMapStampTo=command>LOG_xxx in the Misc section of the configuration file. The default
is LOG_ERR.

4.12. SQL Database

Requirements: This facility requires that you have compiled with the --enable-xml-log option to
format log messages in XML (also for the client, even if you do SQL logging on the server), and
of course with the --with-database=XXX option (where "XXX’ may be any of: mysq|, postgresq|,
oracle, or odbc).

If you are using the MessageHeader directive in the configuration file for a user-defined
message header, make sure that the log messages are still valid XML, and that all the default
entities are still present.
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Currently MySQL, PostgreSQL, and Oracle are implemented and tested. Support for unixODBC is
implemented, but not fully tested. If the header file 'mysql.h’ (’libpg-fe.h’) is not found during
compilation ("'mysql.h: No such file or directory’), you can use the option
--with-cflags=-I/dir/where/mysql.h/is. If the library libmysqlclient.a (libpg.a) is not found
(’/usr/bin/ld: cannot find -lmysqlclient’), you can use the option
--with-libs=-L/dir/where/libmysqlclient.a/is.

Note: PostgreSQL may fail with --enable-static. This is a postgresql bug.

By default, the database server is assumed to be on localhost, the db name is ’samhain’, the db table
is ’log’, and inserting is possible for any user without password. To create the database/table with the
required columns, the distribution includes the scripts ’samhain.mysql.init’, ’samhain.postgres.init’,
and ’samhain.oracle.init’. E.g., for PostgreSQL you would setup the database like:

$ su postgres

$ createdb samhain

$ createuser -P samhain

Enter password for new role:

Enter it again:

Shall the new role be a superuser? (y/n) n

Shall the new role be allowed to create databases? (y/n) n
Shall the new role be allowed to create more new roles? (y/n) n
$ psgl —-d samhain < samhain.postgres.init

$ exit

. and for MySQL.:

$ mysql -p —-u root < samhain.mysgl.init

$ mysql -p —-u root

> GRANT SELECT, INSERT ON samhain.log TO ’samhain’@’localhost’;
> SET PASSWORD for ’samhain’@’localhost’ = PASSWORD('...”");

> FLUSH PRIVILEGES;

Permissions: The PostgreSQL init script will grant INSERT permission only to a user 'samhain’.
Please take note that for PostgreSQL, inserting also requires SELECT and UPDATE permission
for the sequence 'log_log_index_seq’ (see bottom of init script). The MySQL init script will create
the database, but not the user, and will not grant any permissions.

As with all logging facilities, logging to the SQL database must be enabled in the configuration file
by setting an appropriate threshold, e.g.:

[Log]
DatabaseSeverity=warn
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In the Database section of the configuration file, you can modify the defaults via the following
directives:

[Database]
SetDBName=db_name
SetDBTable=db_table
SetDBHost=db_host
SetDBUser=db_user
SetDBPassword=db_password
UsePersistent=yes/no

The default is to use a persistent connection to the database. You can change this with
UsePersistent=no

Note re. PostgreSQL: For PostgreSQL, db_host must be a numerical IP address.

When logging client messages, yule will wrap them into a server <log sev="RCVT” tstamp=... >
... </log> message. The parser will then create a separate database entry for this server timestamp.
If you don’t like this, you can use the option SetDBServerTstamp=£false.

The table field "log_ref’ is NULL for client messages, 0 for server messages, and equal to
’log_index’ of the client message for the aforementioned server timestamp of a client message.

Log records can be tagged via a special (indexed) table field "log_hash’, which is the MDS5 checksum
of (the concatenation of) any fields registered with AddToDBHash=field. The beltane web-based
console can use these tags to filter messages. There is no default set of fields over which the MD5
hash is computed, so by default the tag is equal for all rows.

Tip: For security, you may want to set up a user/password for insertion into the db. However, as
the password is in cleartext in the config file (and the connection to the db server is not
encrypted), for remote logging this facility is less secure than samhain’s own client/server system
(it is recommended to run the db server on the log host and have the log server, i.e. yule, log to
the db).

4.12.1. Upgrade to samhain 2.3

Version 2.3 of Samhain supports checking of SELinux attributes and/or Posix ACLs. For backward
compatibility, this is off by default. If you upgrade Samhain and enable this option, you need to
update the database scheme as follows:
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Mysql:
ALTER TABLE samhain.log
ALTER TABLE samhain.log
PostgreSQL:
ALTER TABLE samhain.log
ALTER TABLE samhain.log
Oracle:

ALTER TABLE samhain.log
ALTER TABLE samhain.log
DROP TRIGGER trigger_on

Chapter 4. Configuration of logging facilities

ADD COLUMN acl_old BLOB;
ADD COLUMN acl_new BLOB;

ADD COLUMN acl_old TEXT;
ADD COLUMN acl_new TEXT;

ADD acl_old VARCHAR2 (4000);
ADD acl_new VARCHAR2 (4000);

_log;

4.12.2. Upgrade to samhain 2.4.4

Version 2.4.4 of Samhain supports storing the content of files. If you have created your Oracle

database using the database scheme from a previous version, you need to change at least the
’link_old’ and ’link_new’ columns from VARCHAR?2 to CLOB:

ALTER TABLE samhain.log ADD tmp_name CLOB;

UPDATE samhain.log SET tmp_name=link_old;

ALTER TABLE samhain.log DROP COLUMN link_old;

ALTER TABLE samhain.log RENAME COLUMN tmp_name to link_old;

ALTER TABLE samhain.log ADD tmp_name CLOB;

UPDATE samhain.log SET tmp_name=link_new;

ALTER TABLE samhain.log DROP COLUMN link_new;

ALTER TABLE samhain.log RENAME COLUMN tmp_name to link_new;

4.12.3. MySQL configuration details

To pass the location of the MySQL Unix domain socket (for connections on localhost) to samhain,
you can use the environment variable MYSQL_UNIX_PORT (the value must be the path of the

socket).

Alternatively, as of samhain version 2.2, you can set options for the group "samhain" in my . cnf. See
the MySQL manual for the proper syntax (http://dev.mysql.com/doc/refman/5.0/en/option-files.html)
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of the my . cnf file, as well as for possible options
(http://dev.mysql.com/doc/refman/5.0/en/mysql-options.html).

Note: It is not possible for an application (like e.g. samhain) to detect whether my . cnft is readable
(because the application does not know where the file resides). Interesting errors may result...
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integrity monitor

The samhain file monitor checks the integrity of files by comparing them against a database of file
signatures, and notify the user of inconsistencies. The level of logging is configurable, and several
logging facilities are provided.

samhain can be used as a client that forwards messages to the server part (yule) of the samhain
system, or as a standalone program (for single hosts).

samhain can be run as a background process (i.e. a daemon), or it can be started at regular intervals
by cron.

Tip: It is recommended to run samhain as daemon, because

« samhain can remember file changes, thus while running as a a daemon, it will not bother you
with repetitive messages about the same problem, and

- using cron opens up a security hole, because between consecutive invocations the executable
could get modified or replaced by a rogue program.

5.1. Usage overview

To use samhain, the following steps must be followed:

1. The configuration file must be prepared (Section 5.4>, Section 4.1>, and Section 5.11> for
details).

 All files and directories that you want to monitor must be listed. Wildcard patterns are
supported.

+ The policies for monitoring them (i.e. which modifications are allowed and which not) must
be chosen.

+ Optionally, the severity of a policy violation can be selected.

+ The logging facilities must be chosen, and the threshold level of logging should be defined To
activate a logging facility, its threshold level must be different from none.

« Eventually, the address of the e-mail recepient and/or the IP address of the log server must be
given.
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2. The database must be initialized. If it already exists, it should be deleted (samhain will not
overwrite, but append), or update instead of init should be used:

samhain -t init update

3. Start samhain in check mode. Either select this mode in the configuration file, or use the
command line option:

samhain -t check
To run samhain as a background process, use the command line option

samhain -D -t check

5.2. Available checksum functions

A cryptographic hash function is a one-way function H(£oo) such that it is easy to compute H(£foo)
from foo, but infeasible to compute foo from H(£oo), or to find bar such that H(bar) = H(foo)
(which would allow to replace foo with bar without changing the hash function).

One common usage of a such a hash function is the computation of checksums of files, such that any
modification of a file can be noticed, as its checksum will change.

For computing checksums of files, and also for some other purposes, samhain uses the TIGER hash
function developed by Ross Anderson and Eli Biham. The output of this function is 192 bits long,
and the function can be implemented efficiently on 32-bit and 64-bit machines. Technical details can
be found at this page (http://www.cs.technion.ac.il/~biham/Reports/Tiger/).

As of version 1.2.10, also the MD5 and SHA-1 hash functions are available. (You need to set the
option DigestAlgo=MD5 or DigestAlgo=SHAI in the config file to enable this). Note that MDS5 is
somewhat faster, but because of security concerns it is not recommended anymore for new
applications.

49



Chapter 5. Configuring samhain, the host integrity monitor

5.3. File signatures

samhain works by generating a database of file signatures, and later comparing file against that
database to recognize file modifications and/or added/deleted files.

File signatures include:

+ a 192-bit cryptographic checksum computed using the TIGER hash algorithm (alternatively
SHA-1 or MD5 can be used),

« the inode of the file,

« the type of the file,

« owner and group,

s access permissions,

« on Linux only: flags of the ext2 file system (see man chattr),
« the timestamps of the file,

« the file size,

« the number of hard links,

« minor and major device number (devices only)

« and the name of the linked file (if the file is a symbolic link).

Depending on the policy chosen for a particular file, only a subset of these may be checked for
modifications (see Section 5.4.1>), but usually all these informations are collected.

5.4. Defining file check policies: what, and how, to
monitor

This section explains how to specify in the configuration file, which files or directories should be
monitored, and which monitoring policy should be used.

5.4.1. Monitoring policies

samhain offers several pre-defined monitoring policies. Each of these policies has its own section in
the configuration file. Placing a file in one of these sections will select the respective policy for that
file.
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The available policies (section headings) are:

ReadOnly

All modifications except access times will be reported for these files.

Checked: owner, group, permissions, file type, device number, hardlinks, links, inode,
checksum, size, mtime, ctime.

LogFiles

Modifications of timestamps, file size, and signature will be ignored.

Checked: owner, group, permissions, file type, device number, hardlinks, links, inode.

GrowingLogFiles

Modifications of timestamps, and signature will be ignored. Modification of the file size will
only be ignored if the file size has increased.

Checked: owner, group, permissions, file type, device number, hardlinks, links, inode, size >=
previous_size, checksum(file start up tp previous size) equals previous checksum.

Attributes

Only modifications of ownership, access permissions, and device number will be checked.

Checked: owner, group, permissions, file type, device number.

IgnoreAll

No modifications will be reported. However, the existence of the specified file or directory will
still be checked.

IgnoreNone

All modifications, including access time, but excluding ctime, will be reported - checking atime
and ctime would require to play with the system clock.

Checked: owner, group, permissions, file type, device number, hardlinks, links, inode,
checksum, size, mtime, atime.

User0

Initialized to: report all modifications.
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Userl

Initialized to: report all modifications.

User2

Initialized to: report all modifications.

User3

Initialized to: report all modifications.

User4

Initialized to: report all modifications.

Prelink

Modifications of timestamps, size, and inode will be ignored Checksums will be verified by
calling /usr/sbin/prelink --verify. This policy is intended for verification of prelinked
executables/libraries and/or directories containing such files. For details and further
configuration options see Section 5.4.8>.

Checked: owner, group, permissions, file type, device number, hardlinks, links, checksum.

Note: Each policy can be modified in the config file section Misc with entries like
RedefReadOnly=+xxx/, . . . ] or RedefReadOnly=-xxxy, . . . ] to add (+XXX) or remove
(-XXX) a (a comma-separated list of) tests XXX, where XXX can be any of CHK (checksum),
TXT (store file content in database), LNK (link), HLN (hardlink), INO (inode), USR (user), GRP
(group), MTM (mtime), ATM (atime), CTM (ctime), SIZ (size), RDEV (device numbers), MOD (file
mode), PRE (Linux; prelinked binary), SGROW (file size is allowed to grow), and/or AUDIT
(Linux; report who changed the file)

This must come before any file policies are used in the config file.

5.4.2. File/directory specification

Entries for files have the following syntax:

file=/full/path/to/the/file

Entries for directories have the following syntax:

dir=[recursion depth]/full/path/to/the/directory
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The specification of a (numerical) recursion depth is optional (see Section 5.4.5>). (Do not put the
recursion depth in brackets — they just indicate that this is an optional argument!).

Wildcard patterns C*’,’?’, ’[...]") as in shell globbing are supported for paths. The leading ’/’ is
mandatory. Since version 2.7.1, it is allowed to enclose the value of the directive (i.e. the path for
files, the optional recursion depth and the path for directories) within matching single or double
quotes, which allows to have trailing blanks (note: it is not neccessary to escape quotes in between -
the algorithm does not scan forward to find the matching quote, rather it uses the last character).
Also since version 2.7.1, C quoting style is supported (’\a’ [bell], \b’ [backspace], ’\f’ [form feed],
\n’ [newline], ’\r’ [carriage return], ’\t’ [horizontal tab], *\v’ [vertical tab], *\\’ [backslash], "\
[single quote], ’\"’ [double quote], "\nnn’ [dree digit octal value], \xNN’ [two digit hexadecimal
value]). Example:

[ReadOnly]

# valid examples

dir /u0l/oracle/archive00
dir = 7/u0l/oracle/archive02

dir = "7/u0l/oracle/archive03 "
dir = "7/ul0l/oracle/archi"ve"
dir = /u0l/oracle/archive\v04

dir = /u0l/oracle/archive\\04
dir = /u0l/oracle/archive\076
file = ’/u0l/oracle/archive\x0a’

# valid (no quote at start, thus quote at end
# is considered part of filename)
file = /uO0l/oracle/archive_0"

#invalid (no matching quote at end)
file = "/uOl/oracle/archive_0

#invalid (\03 is bad, must be 3 digits [octall]
# or \x03 for hexadecimal)
file = /u0l/oracle/archive_\03

#invalid (\g is undefined escape sequence)
file = /u0l/oracle/archive_\g

Note on directories: A directory is (a) a collection of files, with (b) a directory special file where

a listing of all files in the directories is kept. This directory special file will be modified in case of a
file addition, removal, or renaming. Depending on the chosen policy, samhain will report on such
modifications of the directory special file.

The addition and/or deletion of files from a directory modifies the directory special file
(mtime/ctime). The addition/deletion of subdirectories will also modify the number of hardlinks of
the directory special file. A modification of a file may modify a directory special file
(mtime/ctime), if this modification is done by first creating a temporary file, followed by renaming
this temporary file to the original one.
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5.4.2.1. Rules

1. For the file check, samhain does not follow symlinks. If the argument for a file=... directive is a
symlink, then the symlink itself is checked, not the location it points to.

2. The argument for a dir=... directive must be a directory. Using a symlink to a directory as
argument is incorrect.

3. Precedence is given to the most specific location in the filesystem regardless of the order listed
in the config file. Le.,

« apolicy for a specific file overrides the policy for its directory
+ a policy for a subdirectory overrides the policy for its parent directory

- if a directory or file path are explicitly listed twice in two different policy sections, Samhain
will print a warning and honor only the first stanza processed. "First matching rule wins."
Note however that it is perfectly ok to list a directory both as file=/path and dir=/path (see
next rules).

4. Checking a directory with dir=... will check both the content of the directory as well as the
directory special file itself, honoring a local and global recursion depth, giving local preference.

5. Using a directory as argument for both a file=... and a dir=... directive will have the effect that
« the file=... directive will override the dir=... directive for the directory special file itself,

+ while the dir=... directive remains in effect for the directory content.

6. The presence of a file=/parent /subdir, which is more specific of a path entry than that of the
parent directory in another policy section with a "deeper" recursion depth as dir=N/parent will
not prevent Samhain from descending into /parent/subdir and applying the higher level
directory with the "deeper" recursion policy to the contents of /parent/subdir The
more-specific rule will only apply to the directory special file and does not "truncate" the higher
level policy in any way.

7. To determine if you config file syntax is working as expected, increase the verbosity of
debugging when running samhain with "-t init" using "-p info" or even "-p debug".

Example 1: If you only want to check files in a directory, but not the directory inode itself, use:

[ReadOnly]

dir = /uOl/oracle/archive00
[IgnoreAll]

file = /uOl/oracle/archive00

Note: /ulOl/oracle/archive00/archiveOl.dbf -> archive99.dbf xshouldx be
mounted in the DB as a read-onl